elf-restraint, the constitution should have
to tell them when 10 stop”

of action (alternatives) for each ¢
situation will be called a ‘Game’,
(1) There are a finite number
(if) Each player has a finite n
(iif) A play of the game takes
(iv) Every game results in an
payoff, to some player.

17 : 2. TWO-PERSON ZERO-SUM GAMES

When there are two competitors playing a game, it is called a ‘two-person game’. In
case the number of competitors exceeds two, say n, then the game is termed as a ‘n-person
game’.

Games having the ‘zero-sum’ character that the algebraic sum of gains and losses of
all the players is zero are called zero-sum games. The play does not add a single paisa to
the total wealth of all the players; it merely results in a new distribution of initial money
among them. Zero-sum games with two players are called two-person zero-sum games. In
this case the loss (gain) of one player is exactly equal to the gain (loss) of the other. If the
sum of gains or losses is not equal to zero, then the game is of non-zero sum character or
simply a non-zero sum game.

17 : 3. SOME BASIC TERMS

I. Player. The competitors in the game are known as players. A player may be
individual or group of individuals, or an organisation. .

2. Strategy. A strategy for a player is defined as a set of rules or alternative c(;:u:‘s;s
of action available to him in advance, by which player decides the course of action that he
should adopt. Strategy may be of two types : | -

(a) Pufe strategi-s.’ If the players select the same strategy eac,:hgmiﬁé?enlal;clrs iget:c:;ﬁg
{0 as pure-strategy. In this case each player knows exactly what the o IossF::s
to do, the objective of the players is to maximize gains or to minimize and' ok Dl

(b) Mixed strategy. When the players use a combination of stgat;glfge D her sl a1
always kept guessing as to which course of action is to be selecte theyrc % 2 probablistic
a particular occasion then this is known as m.lxc_:d strategy. 'I‘hqsts e
situation and objective of the player is to maximize expected gain

ompetitor may be either finite or infinite. A competitive
if it has the following properties :

of competitors (participants) called players.
umber of strategies (alternatives) available to him.
place when each player employs his strategy.

outcome, e.g., loss or gain or a draw, usually called
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a4 : ts the player in the

: Jay which puts & gy §

of action of P@ mpetitors, is called an opyp

3 Optim{"f' squa‘e{y,e C}'\iv(;m:,ffs"ihc S\ratogy of his compe LS \
preferred position. irresp f of play when all the players Wlﬁ

strategy. It is the expected payo called fair if the value of the game ; |

4. Value of the game. : e game is
game follow their optimum strategies. The B - :
rero and unfair if it is non-zero. ers select their pam'cular strategies, the payoffs (gaing |

wrix called the payoff matrix. Sinc. the
al to the loss of other and vice.,

me amounts in payoff tabi £
struct payoff only fo, 'y |

en the play

ted in the form of a ma

5. Pavoff matrix. Wh
or losses) can be represen : . o
game is zero-sum, therefore gain of ont;:I ep';)(’:’l; dlsco(rlltain s S0
S T o lﬂTh s. it is sufficient tO con
of other player with the sign changed. Thus,
Gl o playems. B have n strategies B

' A. and player w8y,

Let player A have m strategies A Ay o im S ‘
B,. Here, it is assumed that each player has his .ch01ces frlom :Eoi:g:ltwt:;sp(::cl::egm $
Also it is assumed that player A is always the gainer an(ti, p l;);e ayoff which player " Th. |
is, all payoffs are assumed in terms of player A. Let a;; b€ ]:’ s B Thegam |
from player B if player A chooses strategy A; and player B chooses 8Y 5 lhen th

payoff matrix to play A is : Player B
B, B, B,
A a) ay Ain
Player A A “ a_22 a.ZA
A, apm) Q2 Goun
The payoff matrix to player B is (—a;). 1

 Example. Cansider a two-person coin tossing game. Each player tosses an unbiased cois
simultaneously. Playcr. B pays Rs. 7 to A if {H, H} occurs and Rs. 4 if {T, T} occurs; otherwise player |
A pays Rs. 3 to B. This two-person game is a zero-sum game since the winnings of one player are
losses for Lhc_otl;;:lr. Each player has his choices from amongst two pure strategies—H and T. If w §
agree conventionally to express the outcome of the game in terms of the payoffs to one player oaly. ]
say A, then the above information yields the following payoff matrix in tperrns of the pasof);s to the
_play?r A. Clearly, the entries in B's payoff matrix will be just the negative of the corresponding entries ¢
in A's payoff matrix so thal the sum of payoff matrces for player 4 and player B is ultimately 3 3
rix. We generally display the payoff matrix of that pl ‘e Tridhi g -
matrix. For example, A’s payoff matrix may be display gda::rbggc‘)v is indicated on the left side of & 2

b

Player B

H T

Player A # ( L -3
T -3 4

17 : 4. THE MAXIMIN-MINIMAX PRINCIPLE |

‘Wc shall now explain the so-calle
optimal strategies by the two players.

For player A, minimu i

' m value in eacl

he chooses his icular s ey Tepresent ‘ ! m ¥
then select th palrluulur strategy. These are written in th & least gain (payoff) t0 mm'l ¥
called the nm:n::r:a‘egy__'hat maximizes hijs minimum c-mmflx.by row minima. He wis 4
st ; principle, and (he currcspnnding guingitm&'ll l:jhls el i ; the
. 5 called the maximin value of '™ &
For player B, on the other hand, likes 10 min;
each column represents the maximym I(;S‘l >
These are written in the matrix b o

d Maximin-Min; :
aximin-Minimax Principle for the selection of the :

1 1% > ' . i
himnidfL hhlh losses. The maximum value * &
© chooses his particular strategy" &
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minimizes his maximum losses.
and the corresponding loss is the

If the maximin value equals {
(equilibrium) point and the corr

This choice of player B is called the minimax principle,
minimax value of the game.

he minimax value, then the game is said to have a saddle
csponding strategies are called optimum strategies. The
amount of payoff at an equilibrium point is known as the value of the game.

To ?Iluslratc the .maximin-minimax principle, let us consider a lwo-person zero-sum
game with the following 3 x 2 payoff matrix for player A :

Player B
B, B,
A 9 2 -
Player A A, 8 6t 4
Ay 6 4 "

Let the pure strategies of the two playe?s be‘dec”signateca by
Sa = {A1A3 A3} and Sy = {B,,B,).

Suppose that player A starts the game knowing fully well that whatever strategy he
adopts, B will select that particular counter strategy which will minimize the payoff to A.
Thus if A selects the strategy A, then B will reply by selecting B,, as this corresponds to
the minimum payoff to A in the first row corresponding to A,. Similarly, if A chooses the
strategy A,, he may gain 8 or 6 depending upon the strategy chosen by B. However, A can
guarantee a gain of at least min. {8, 6} = 6 regardless of the strategy chosen by B. In other
words, whatever strategy A may adopt he can guarantee only the minimum of the
corresponding row payoffs. Naturally, A would like to maximise his minimum assured
gain. In this example the selection of strategy A, gives the maximum of the minimum
gains to A. We shall call this gain as the maximin value of the game and the corresponding
strategy as the maximin strategy. The maximin value is indicated in bold type with a star.

On the other hand, player B wishes to minimize his losses. If ‘he plays strategy B,, his
loss is at the most max. {9, 8, 6} =9 regardless of what strategy A has selected. He can lose
no more than max. {2, 6,4} =6 if he plays B,. This minimum of the maximum losses will
be called the minimax value of the game and the corresponding strategy the minimax
~Strategy. The minimax value is indicated in bold type marked with [f]. We observe that in
the present example the maximum of row minima is equal to the minimum of the column
maxima. In symbols,

m';lx. {ri} =6 = mjin. {c;}

or max. min. {g;}] = 6 = min. (max. {ay}],
f J

where i=1,2,3 and j=1,2.
Theorem 17-1. Let (ajj) be the m X n payoff matrix for a two-person zero-sum game. If v denates
the maximin value and v the minimax value of the game, then v > v. That is,

i . {a;}] 2 max. [ min. {a}].
IT_;I;IH [IT?;M{ il Isism “lsjsn il

Proof. We have

max. {a,j} ZHU for all j=|.2.,4..ﬂ'
|€ism
1sjsn

] : o o T r iin W )
Let the above maximum be attained at i =¢ and the minimum be attained at j=j, ie.,

max. {a } az a{:j and ml“ {au} = a‘-j'
Isism 7 bsjsn

| Bnd min. {a;} < aj forall i=1,2,...,m
\

Then, we must have ar, 2 a5 2 ay forall i=1,2,...,m; j=1.2,..n
[
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2 =l 2 pm} 2
From this, we get . for all ¢ S

1</Sn win To)]
- {ag 2 max 1B,
P l?ﬂ"n{' FEA-se '
or va2y
Remarks J. A game is sud to be far of -

-

2. A game 1s said 1o be stnctly doserminable. of

= v =

1%
bl

Rule for determining a Saddle Point . "
We may now summanze the pfocedufc of k\?l“ﬂ! the saddie [\\"\l of a pay ofY Mty
as follows : .. Y
Step 1. Select the minimum element of each row of the payoft m;m! *:‘" m\?:“ml:
Step 2. Select the greatest element of cach columa of the payoll matrix m
(t]. |
Step 3. If there appears an clement in the payoff matniy marked [*] and [*] both. the
position of that element is a saddlc point of the payofl main

SAMPLE PROBRLEMS

1701. Determine which of the following rwo-persem cevo swm games are vinetly determmable and
Jair. Give optimum strasegies for each plaver in the case of wwctly determinable games
8
0 2 !
L 4
[Madurai M.Com. (W7}

i
{a) Player A [ o

= - Row memomg
] 5,
AI ‘! ? 0
A; o - 0
Column maxima ] 2

The payoffs marked with [*] represent the mMmuUm pay
[1] represent the maximum payolfl in cach column of the pay
minima represents v (maximin
(minimax value).

Thus obviously, we have

off in cach row and those marked wid
off matny. The largest compunent of row
value) and the smallest component of column maxima represents

vel and ¥ a 2
Since v # v, the game is not stnctly determinable
(b) Here, the payoff matnx for player A is

-..ﬁ...ﬁ-__....__.‘._...,_,__,__mm_‘_ o - . 1'.
Player A . Plaver B B i i i 3
B, . Row soimisme 3
Al (}.' - ‘—'—u-‘n--.s_.:_-._ e —— o o— _},..4, - "___,_.,“p? -3
- {
A: i l - "
Column maxima 0 4 -}

S 4

Since the payoffs e . o s temosta e s——— s e
with [1] the mf:i‘m?m r::;lo;rd a:t 3;;. ]m‘um of ::: p":;n:;u:.gyuff n cach row and those marked :
L X (machis viled » 0. i $ ininiennn vg:‘ s :
».ks!-v-O,thegame is stnctly determinabie sad Boiy. Opum.n | f

are given by UM steategies for players 4 and ¥ §
$H=@,.8) |
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TS Soder The amnr whose payefl amin is grven by

a7

Piaver B
5 B
A, r" i 3 i
Pugers & & é Q -4 -1
A, L} S -1 [Bharathidesan B.Com. 1999}

TR Consader the set of pure stratepes
@ = {4,454, for pyper 4 and B = (B, By By} for player B

Asswme that player B starts the game knowing fully well that whatever strategy he adopts, A will
counfer Wih & STy that will mummaze the payoff o 8. Thus, if B selects, B, then A will reply by
sciecmmy A; 0r A3 3 Bes comesponds to the minimum payoff to B in the first row corresponding to
3, Simduly if § chooses the strategy B, he may loose 4 or 3 or may neither loose nor gain
3 fog wpom the strategy chosem by A. However, B is assured of a gain of at least
min 0.4 -3} Le., —4 regardless of the strategy chosen by A. In other words, whatever strategy B
may adopt, Be can B¢ assured of oaly the minimum of the corresponding row payoffs These
~orr=sponding t© B, € B are indicated by forming a column vector r={1,-4,-1} of the row minima.
Naperally, B would hke t0 maximize his minimum gain, which is just the largest component of r.
Thes. meumum valve of the game is maximem {1,-4,-1}, fe, | which corresponds to B, the
oM SITGRERY.

On the other hand, player A wishes to minimize his losses. If he plays strategy A, his loss is at
e most maximum of {1,0,1}, ie., 1 regardless of what strategy B has adopted. He loses no more
s max. {3.—&. 5} if he plays A, and no more then max. {1 -3, -1} if he plays A;. These maximum
losses, comresponding to each A, € « are indicated by forming a row vector c¢=(l,35. 1) of the column
—axima The smallest component of ¢ represents the minimum possible loss to A whatever strategy B
may adopt. Thus, the minimax value of the game is min. (1, 5, 1), ie., which corresponds to A, and
A, the minimax strategies.

The maximin value is generally marked by {*} and the minimax value by {f} as shown below :

Ay Ay Ay r
B, st 3 1+t 1*
B, 0 —4+ -3 ] -4
B, 1" st -1t -1
c: 1" 5 1t

We observe from the above that there exist two saddle points (having * and 1 both) at positions

(1,1) and (1, 3). Thus the solution to the game is given by
(i) the optimum strategy for player B is By,

(if) the optimum strategies for player A are A and A3,

(iif) the value of game is 1 for B and ;1 for A.

Note : Since v#0, the game is not fair, although it is strictly determinable.

1703. Determine the range of value of p and q that will make the payoff element ay; a saddle
point for the game whose payoff matrix (a;;) is given below : .

Player B
2 4
Player A 10 7 q
4 P 8

Solution. Let us first of all ignore the values of p and ¢ and determine the maximin and minimax
values of the payoff matrix. For this, we have

B, B, By,  Row minima
A 2 4 5 2
A, [ 10 7 q :| 7
A 4 p 8 4
Column maxima 10 7 8
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OPERATIONg 13
. | - V) is also 7, g |
Obwously_ the maximin value (v)is 7 and the minimax value (v ) is also Thus therg iy l"‘: ':
saddle point at position (2, 2). y :
This imposes the condition on p as p<7andongas g27.
Hence, the required range of values of p and g 15
75¢q ps7T
PROBLEMS

!704. Determine which of the following two-
and fair. Give the optimum strategies for each playe

ai
(a)

Player B
B, B,
. A -5 2
. Player A ' [
i Ay L -3 -4

B T T

Ay
o Player A A,
0o (@) Show that G 1 strictly determin

(b) Determine the value of ¢

ol
Pl B
s [ !

determine the best strategics

- S —
Ty R TR T
- S TR S —" L —
__ D—
. - TG e

1706. For the game with payoff matrix

|

Player B
B, B,

2]

Player A
2 -2
4 6

person zero-sum games are stricy)
r in the case of strictly dctcrmmablc
(b

Player A

able whatever 4 may be

)

for players A and B and also the
Is this game (i) fair? (1) stnctly determinable?

1707. For what valye of A, the game with following payoff matrix iy s

8,

[
> g N

&
6

Player B
B, &,
;;.‘ A A 6
Player A A, -t 2
‘ A, -2 4
1708, Solve the game whose payoff matrix js given by
(a) B, B, 8, (b)
A -3 -2 6
. A 2 0 2
¥ Ay 5 -2 -4
‘ [Kerala M.Com, 1991]
1709. Solve the following 2-person Ze10-5um game
Player g
[ 10 5 -2
Player A 6 7 1
L. 4 B 4
1710. Solve the game whose Payoff matrix s given below -
9 3 |
6 s 4
2 4 3
L 5 6 2

[Madras B.g, (pgyey,, 2000; De'hi B.Se, (Stat.) 19951 .

2

2
170s, Consider the game G with the following payoff matrix :

[1odhpur M Se. (Math.) 1992; Amravathi BE

-

[Bharthiar M.Sc, (Math.) 1989)

8,
-2
-5
L -3

]
7

! 2
[l() 6
' o

values of the game for them

trictly determinabje?

term
B%M

Plaver g
] H

[Maduraj M'co." ,”J'

(Rul ) 1994

B, 8
I8 ~2
-6 -4
20 ~&
[IAS 1983]

(Dethi M.Com. 1994
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1711, Assume that two firms are competing for market share for a particular product. Each ﬁ_fm
s considering what promotionsl strategy to employ for the coming period. Assume that the foﬂmvi;!s
l”'y"" matrix describes the increase in market share for Firm A and the decrease in market share for
Pirm 8. Determine the optimum strategies for each firm,

Firm B
No promntion  Muoderate promotion  Muck promotion
No promotion 5 0 -10 1
Firm A Moderate promotion 10 6 2 j
Much promotion 20 15 10

{ () /Which firm would be the winner, in terms of market share?

) Would the solution strategies necessarily maximize profits for either of the firms?
(if) 8 By B [Dethi M.BA. (April) 1999]

1712. Solve the game whose payoff matrix is given below :

-2 0 0 5 3
3 2 1 2 2
—4 -3 0 -2 6
5 3 -4 2 -6

(Kerala M.Com. 1993; Calicut M.Sc. (Math.) 1990; Delhi B.E. (Prod.) 1990]

17 : 5. GAMES WITHOUT SADDLE POINTS—MIXED STRATEGIES

As determining the minimum of column maxima and the maximum of row minima are
two different operations, there is no reason to expect that they should always lead to
unique payoff position—the saddle point.

In all such cases to solve games, both the players must determine an optimal mixture
of strategies to find a saddle (equilibrium) point. The optimal strategy mixture for each
player may be determined by assigning to each strategy its probability of being chosen.
The strategies so determined are called mixed strategies because they are probabilistic
combination of available choices of strategy.

The value of game obtained by the use of mixed strategies represents which least
player A can expect to win and the least which player B can lose. The expected payoff to
a player in a game with arbitrary payoff matrix (a;) of order m X n is defined as :

m n
E@aq = X AL p" Aq
where p and q denote the mixed strategies for players A and B respectively.

Maximin-Minimax Criterion. Consider an m X n game (a,-j) without any saddle point,
Le., strategies are mixed. Let p,, p,, ..., p,, be the probabilities with which player A will
play his moves A,, A,, ..., A, respectively; and let 41,9y -.., g, be the probabilities with
which player B will play his moves B, B,,...,B, respectively. Obviously, p;20
(=12...m), 20(G=1,2..n),and py+py+ .. 4+p,=1; g+ o+ ... +q, = L.

The expected payoff function for player A, therefore, will be given by

m n
Ewa =2 ZIrpiaqg
Making use of maximin-minimax criterion, we have
For Player A.

v = max. min. £(p, q) = max. [mi"» { g Pi“.‘j}]
P q L ;o Li=l

il

) m m m
max. | min. { £ p;ay. I pjap,.., X pa,
p I i=] i=1 i=1



b o

&

”

m %Ir

Here min { ¥ pa } denotes the expected gain 10 player A when player B ugeq his mg
i jnl V! u

sirategy &

For plaver B. X n } J }

’l g N YRR z q] am . ]

Vo= m:n, [tm‘ll. {’{.' dqy ayp iE' q; 4% jo | J i

B when player A i

Y xpected loss to player €8 hyg o §

Here max. {‘}I qlu”} denotes the exp & |
strategy. :

'I{Z relationship v S ¥ holds good in general and when p, and g; correspong hg
optimal strategies the relation holds in ‘equality’ scrsc a?(:hl:eg :::‘l::ccmd value for poy, s §
players becomes equal to the optimum expected value of U " - e

Definition. A pair of strategies (p, q) for which y = v = v is called a saddle point of ¢ By

Theorem 17-2. For any 2 x 2 two-person zero-sum game without any saddle point having g, §
payeff matrix for player A

Bl Bz
Ayl [ ayy ap2 ]
Az dy LY
the optimum mixed strategies B §
A A ; By ! ?
Sy = and Sy = . ‘,
P P2 4 92 i
are determined by 3
PL_fa-dn 4 _ -4y !
Py Ay-d 4 4y -4y 7
where py +py=1 and q,+q,=1. The value v of the game to A is given by ;

@) dyy —dy 4y,
““ + ﬂ21"'(ﬂiz+azl) 7

A A,
Proof. Let a mixed strategy for player A be given by sA=[ ! p' ] where
Py 2
Py +py=1. Thus, if player B moves B, the net expected gain of A will be
E| ([)) = apnp +02| P2
and if B moves B,, the net expected gain of A will be

g e L M R e K

Ey(p) = A2 Py +an p;.

Similarly, if B plays his mixed strategy sﬂz[ B,

B, "
wl + g, = |, then B 4
" " ] ere g, + s :

net expected loss will be

E' (‘I) » ﬂ“ (“ + (Ilz q:
if A plays A, and

L]

Ey () 49 q) +ay, g,

if A plays A,

‘ The expected gain of player A, when B mixes his moves with probabilitics ¢, W"B

is therefore given by
E(p.q) =g, (a

Player A would always try 1o mix

his expected gain.
Now. E.a) = qla,p + ay (1

WP p)+ gy lag, p

| 1 + "22 ’)2'
his moves with such p

A EPE] i mi ‘
robabilities so as to maxt

P+ (1 - qy)

I“IZPI +a | e 4 ]
= 22 ( I)
l“” Ty~ l“ll v “ZI)lh

19 +(agy - ay,) P+ (ay) - ay) g + a2
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ay a o i 1 T Py
* llm ’-)‘ & u,,‘ . ,,!!._i .”}‘ H.H) )"y

here Awa,, 4 a0y - (a, vay)

‘e wee that if A ch "u_ " i
We see ' CARONS p, & -Ss he ensures an eapected gain of 4t least

@y Mys -~ Ay a5 ) A Similarly if B chooses 4, '“""i.d“ then B will limit bis expectad foss
w most {4y ay, - ayy a,)/A These cholces of p, and g, will thus be optimal 1o the we

Ayers
Thus we get

@y ~ - Pr—-
M- i * S | .. - Yo | N PV RS B — oL Bl - SR
Oy ¥ ay -~ (a)y + ay) UTRE TR CIPREPTY,

ayy -~ dn dyy1~ a
ql - X 1 . U_,__,______z;.n .‘.'__1_.,."., - w w - I .,q' o™ e

O~y
ay +apn - (ay; +ay) apy +ay - lay +ay)

- v w1 822-anay ‘
@y tay-(a;+ay)
Hence, we have
PI _an-ay q  ap-ap
W em_———rm g2 and Ve -
P2 ay-ap q  a-ay ay +ay - (a); +ay)

Nete ; The above formulae for p,, py. ¢, ¢y and v are valid only for 2 x 2 games without saddle points

ay| ayy = a3 ay)

SAMPLE PROBLEMS

1713. For the game with the following payoff mairix, determine the optimum strategies and the
of the game
Py

P, [ 5 1 ]
5 4
[ICS] (June) 1996; Kerala M.Com. |994]
Solution. Clearly, the given matrix is without a saddle point. So the mixed strategies of P, and
;] me
1 2 I 2
5"‘[#; h]'s’*'[q. v;]' Athe) ad qre -t
If E(p. ) denrtes the expected payoll function, then
E(p.q) = pqi 430 -plg+p(l-qp+400-p)l-¢)
“ S - v dmS(p - 178 (g, - V) 4108
H P, chooses p, = 1/5, he ensures that his expectation is at least 1778 He cannot be sure of more
b 1775, becasse by choosing ¢, = /3, Py can keep E (p), ¢;) down 1o 175, So P, might as well
& for 17/5 and P, reconcile to 17/5. Hence the optimum strategies for P, and P, are

) 2 2
. g
L VT ] ’ '[ Vs 2

the value of the game is v = | 7/5.

1714 Consider a “modified” form af "mawhing based coms” game problem. The maiching
Yer s paid Ry B if the two coins turn boih heads and Re | 00 if the cows iwm both lads. The
n-matching player i3 pasd Ri. VKD whea ihe twe coins do mos maich. Given the chowe of being the

ching or non-masching player, which one would you choose and what would bt;‘:':‘l 3’33;;,,




T ——

e 2 oo e e

A . X P

wwe———r

—

bt s

a2z

Selution. The payoff matrix for the matching player is given by u%
Nom-matching Player
" r
H - B 3
Maltching Player r 3 |
Clearly, the Payoll matrix does not possess any sad‘dle point. The players will ) ;
vrategies. The optimum mixed strategy for matching player is determined by d"“-'if
1~ (-3) 4 1]

Pl’s,]..(_.,‘%ﬁ'i)‘,‘lkﬁ. pz'l.ﬁ

and for the non-maitching player, by |

-3 _ 4, 1

hERO Gy TasT 1T

The expected value of the game (corresponding to the above strategies) 1s given by
G TCO N |
R FYPTE TR T

gies for matching player and non-matching p

g H T § [ H T
A = and P—
oy [ 4/15 1/15 AbSIRIGY 4/15 /15

Clearly, we would like to be the non-matching player.

Thus the optimum mixed strate layer are giyeq by ¢

PROBLEMS

1715. Solve the following game and de

termine the value of the game :
(a) B

(b) Y
e ol JPEN
-3 0 2 3
[Madras B.E. (Mech.) 1999, [Allahabad M.BA. 1y |
1716. In a game of matching coins with two players, Suppose A wins one unit of value, whe §'
there are two heads, wins nothing when there are two tails and loses !
one head and one tail. D

7 unit of value when thers @ p.
etermine the payoff matrix, the best strategies for each player and the vais §
of the game to A. [Amravathi B.f;

(Rul) 1994; Saurashira B.E. (Mech) 1§
1717. Two players A and B maich coing i

» Match, then A wins two units of value 4§
. rmine th i strategies f faves §

and the value of the game. € Optumum strategies for the pis
1718. A and B each 1ake Oul one or two maiches and -
' Buess how many matches opponet! "
taken. If one of the players guesses Correctly then the loser has 1o pay him as):nany mpce_sm as the i &
of the number held by both players. Other I8 zero. Write down the payot! matns % g8
obtain the optimal stralegies of both players. -

[Jodhpur M.Sc. (Math.) %
17 : 6. GRAPHIC SOLUTION OF 2 xn AND mx2 GAMES
The procedure described ip the las section wi)) ge :
with 2 » 2 payoff matrix unless i POssesses a sadd)e po
extended o any square payoff magrix of any orde,
whose payoffl matnx happens 1 be a rectangular (;n
simple graphical method is available jf cither m g ,
us to reduce the original 2 x OF M X2 game 10 v
following 2 « i game

nerally be applicable for any £ &
Int. Moreover, the proceduic caf i
But it will not work for the g8
. say mxn. In such cases & VT
* WO, The graphic short-cut en P
4 much simpler 2 x 2 game. Consider

Player i
A, a, _ 8
A "
Player A ' [ “ ay, ay
) o n
A \ “2‘ (32‘2 )
iee a,,
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s assumed that the game does not have a saddle point. Let the optimum mixed stralegy
) [ ‘1 Y A 4 J j 4 r ,‘
4 be givea by S, = | o | Where py 4 py = | The average (expected) payoff fo

- .
%

hea he plays S, against &'\ pure moves &, B, B, is given by

B's pare move A's expected puvoffl F (p)
8, Eyuy = appytay py = apprtaytl-py)
B Ex ) = apypitanpyranpy = appranll <py)
8, E. ) = ay, p +ay Py = appy ray,(l-p)

According o the maximin criterion for mixed strategy games, player A should select
valves of p, and p, 5O as o maxuimize his minimum expected payoffs. This may be
pae by plotting the expected payoff lines :
E ) = @, =ay)py+ay (=12, ..., n)

The highest point on the lower envelope of these lines will give maximum of the
mmum (L. maxmin) expected payoffs to player A as also the maximum value of p,

The two lines® passing through the maximin point identify the two critical moves of B
hach. combined with two of A, yield the 2 x 2 matrix that can be used to determine the
mum strategies of the two players, for the original game, using the results of the
VIOUS section.

The (m X 2) games are also treated in the same way where the upper envelope of the

ght lines corresponding to B's expected payoffs will give the maximum expected

yoff to player B and the lowest point on this then gives the minimum expected payoff
mimax value) and the optimum value of g,.

SAMPLE PROBLEMS
1719. Solve the following 2 x 2 game graphically :

Plaver B
B, 8, 8, B,
Ay 2 I 0 -2
Player A
‘ A, | 0 R 2

[Deihi B.Sc, (Math.) 1996; Madurai B.Se. (Comp.) 1992}
Solution. Clearly, the problem does not possess a
dle point. Let the player A play the mixed strategy AN Axis 2

r A A, 1 . <
. " |where py=1-p, against B. Then A's  +3 +3
L P (S -
<ied payoffs against B’s pure moves are given by 53 "
. n +
8's pure move A's expected payoft E(p))
B, E.(p)=p+l +1 N
B, Eypy) = p,
B, Ex(p) = -3p, 43 0 0
8, E,ip) = Ap i+ Ak -1
These expected payoff equations are then plotted as
tons of Py as shown in Fig. 171 which shows the 2 19
offs u!» cach column represented as polnts on two
'cal axis / and 2, unit distance apart. Thus line B, 3l s
S the first payoff element 2 in the first column
fesented by +2 on axis 2

2 and the second payof Fig. 17.1. The maximin valve

*If there are more than two lines passing through the maximin point, there

. are ties for the optiinum mixed
legies for player 8. Thus any two such lines with opposite xign slopes will defi

ne an alternative optimwn for B.
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.1 on axis similarly, hnes B. B,
w(gnd, 1h|l’d and fourth . & i
thmﬂ:‘ ‘.‘ 5

wa
n ;
. 41 d“mn ”‘“f‘f' 14 in ;
et 1 9 e e ‘.hul‘ of ‘.;,u" emen etp cted Pﬂ!’"" we consider the po %y %
covreguondhing \ his mintmum® y payoll equations. This poi Igheg, & §
prayer A aishey 1 mauma:‘f ; A's cip:fti‘ﬂnl"am’ B, pOsSINg thrbup;:n:,” W'J:' A 3
' Jawer ¥ i ! » P ' o
e R N on W of 1 me for 7 lay. The soloton to the or ety o
marimin €A alt peeds 0 P (f matrit : figinal 3, Mg
celovant mOves &; Ry that 3 me with the 1% 2 paye ok ¥
o‘ he "“p!t‘ g’ -
ihere e sk GORD that By By iy
Ay ' . ]
W Lo
4 1 1 e 8 ’[ B, B, ]
Now if T P ’ e i .
"e L]
. then W€ have
m strategres 107 and B :
b the OPERE * 1-0_ .8 M7 L-p1 = 3% )
ATy R ‘
= 'Pq‘ - I/S

i A2 = 45 G
@ Te2-C2

Hence the soluon 1© the simc is A Ay
!
() the optimum strategy for Al SA'[ 2/5 3/5 ]
‘ B, B, By B, ]
(s) the opumum strategy 1o Bis Ss=| o 4/5 0 1/5
ax1-0x(=2 . 2
5

veE 152-(0-2)

game 1S
d the value of the game for .

for poth-persons an
as follows :

and (i) the expected value of the
imal strategies

1720, Obtin the op!
walrix 18

two-person game whose payuﬂ’ " : ,
3 5
-1 6
4 |
2 2
. 0n
[Dibrugarh M.5¢. (Stat.) 1994, Karnataka B.E T8
Salution. Clearly, the given problem does not possess any caddle point. S0, let the piaset !
the mixed stralegy Sy = By By | wmh g
N 2 2
against player A, Then B's expected payotfs ¥EE
iven by
wvef] B 3 ;

pure moves are gl

A's pure move B'e expected |

Ay E la) * Y
A; £, i) =
Ay Ey )
Ay f.W:'
Ay Eolg) *

l .
Ap Eo lh:n#

[he expected pay
functions of ¢ a4 shown i

g, 17+ o
0 minimise M

5 ~
. a Siice the player H wishes oW
uxllplh'\l ||‘wu||. we l‘ﬂl\.\ltl@r tht ‘ﬁf

Fig 172 The mininas vihie intersection Hoon the upper enve pe
payolf equations. This potnt reptes”
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expected value of the game for player # The linex Ay and A, pasung (heough M. define the ’“’:
relevant moves Ay and Ay that alone the player A neéeds to play. The solution to the atiginal 6 =
game therefore reduces to that of the simpler pame with 2 % 2 payoll matns

Phryer R

A q
Flayer A l ‘
‘ 4 ]

1 we now it

A A ] [ R
.\,ml ’ ! l prepy = | Sp = ' | ¢ vy = |

Py ™ L) L !

then using the usual method of solution for 2 x 2 goames, the opiimum sirategies can eastly be obtamed
as

\A.‘ [ I“ ."_- A| ‘. Aq ‘ﬂ \. & i "| ”‘ ';
0 35 0 278 0 0 [ asd Wy
and the value of the game as ve= |7/,
PROBLEMSYS
1721. Solve the following problem graphically
Plaver B
o 1 \ 4
Lighe | | 1 [Jodhpur M NS¢ (Math 1991}
1722, Use graphical method in solving the following game |
Maver A
1 P \ :
Player B
i l A \ 2 t [Madrax M B.A [9%4)
Solve the following games graphically
1723, Player
( \ ! "
Player A ‘ ' ‘ e
\ 0 0 {Jammu M N A, 1999}
1724, Mayer I
| | \ !
Player A ‘ I
2 4 i i [Madwrat M. Nc. (Madh, ) 1989}
1728, H'x virategy
h, ",
Ay \ 4
Als stralegy A, ) 4
M d [Ginjaral M.RA, (994)
1726, (a) Pliyer 1 (h)
| | H
2 (
4 4
\ 1
Player A / 4 \ \ ¥
) \
) i
P 1
IMudwral M N, (Mailh ) J989] {Madras MK (Siruct ) 2000)
1717, Pliver B
| [
! |
Muyer A ] \
ﬁ L

| { [Kasnaiaka BE (Ind ) 1994)
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k&

" ) and B make colot ]
1728. Twa firms A and 1 oqual ¥ mbet other hand, make emher 5o

150 colour sets in a week oF @ v get, Firm B €an: . B 1y,
colour set and Rs. 300 per black & *h'u" sets, Of » wh:{ lmﬂaﬂmrpa meek. K aho L
sets, or 150 colour and 150 black & white 3¢ rket of 14 = SIS and Yy,
same profit margin on the (WO sets us A the proportion in which they M, , ¢
& white sets and the manufacturers woul *
s . - set . A’s and B’s optimam

’ pamfulm Iype of ¥ ix of A per week, Obtain g!ap""‘"y P Srtep, )
Write the payoflf mainx © Bombay 3 y ; oy

of two products againy o,

value of the game. lated the market share
1729. A soft drink comp"’"’;nf,alf::,:d out the impact of additional advertisement in ey .,

competitor having three products
its products against the other Competitor 8 g
B, % B g

A, [ 6 7 B }
Company A [ 0 12 10 :
itor? What s the pavofi o,
: any as well as the competitor he payoff b,
What is the best strategy for the company “un? Use graphical method to obtain the soluuer

by the company and the competitor in the long omray M5 O is) 1999; Delid MBA. (Apt, e}
17 : 7. DOMINANCE PROPERTY ;
d that one of the pure strategies of either player is as; |
maining ones. The superior strategies are said 1o domon
r would have no incentive to use inferior strategies a>.
we can reduce the sz

Sometimes, 1t is observe
inferior to at least one of the re

the inferior ones. Clearly, a playe
are dominated by the superior ones. In such cases of dominance,
the payoff matrix by deleting those strategies which are dominated by the others. T =

w I

cach element in one row, say kth of the payoff matrix (a;) is less than or equal v 7|

corresponding elements in some other row, say rth, then player A will never choos ©
strategy. In other words, probability p, = P (choosing the kth strategy) is zero, if @, =4, °

all j=1.....n

The value of the game and the non-zero choice of probabilities remain unchanged =
after the deletion of kth row from the payoff matrix. In such a case the kth strategy >
to be dominated by the rth one, o £

General rules for dominance are :

(a) If all the elements of a row, say kth, are less than or equal to the correspon
elements of any other row, say rth, then kth row is dominated by rth row

(b) If all the elements of a column, say kth are greater than or equal

corresponding elements of any other co ay rth pated ? b
lun‘n. b N 1 y v

{c) Domunated rows or colum
ns may be d : ‘ g |
the optimal strategies will remain unaffected cleted 10 reduce the size of payoff At :5

The Modified Dominanc
o uup-cnmu){n( bure b::::;“ h"'l’ff'.v. The dominance property is not always
I it s Inferior 1o an syerage %::b( llmly A given Strategy can alsn) be ':;id to l":d"""w- ."‘
WO or more other Pure strat ) M . . iy,
' Strategies. More generally, U o0y
il

W

i

|20}
73

pased ¥ B

convex lincar combination of some row

> o v s do -
deleted. Similar arguments follow foy L‘“'“ll\u;'““mc'\ the ith row, then ith row ¥

5 ‘£ PROBLEMS
1730. Two firms are competing for busine ke
55 “n‘lrr

another firm's loss. Firm A's payo the cond
11 g 11
f il matrix s given below ton so that one fi
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Firm B
No ad Medium ad Heavy ad
Ne advertising 1 5 b
Fom A Medium advertiving I} 12 |;
Heavy wdvertising 16 14 )]

Suggest opamuen strategies for the two firms and the net outcome thereof

Solution. Clearly, the first column js dominated by the second column as
first column are greater than elements of second column.

{Delhi M.Com. 1 994)

all the elements of the
Thus eliminating first column, we get

Firm B
Medium ud Heavy wd
B, b,
No advertising A 5 b)
Firm A Medium advertising A, 12 15

Heavy advertising A, 14

10 |
Again, ﬁ"Sl_rOW 1s dominated by second and third row as all the elements of first row are less
than the respective e'lﬁniengs of second, and third row. Hence eliminating first row, we obtain the
following 2 x 2 payoff matrix.

Firm B
Medium ad Heavy ad
Firm A Medium advertising A, 12 15
Heavy advenising Ay 14 10
Since the reduced payoff matrix do not have any saddle point, the strategies are mixed.
So, let |
5 _[ A A, Ay ] g [ B B, B, ] I
= . Se = ; tP+Py = g v gat gy =
Lm m op Tla m g I PRRE Gt

Using the usual method for the solution of 2 x 2 payoff matrices, the optimum strategies for the
two players and the value of the game can easily be obtained as

A A, A B B B
S,q =[ l - 3 ]. Sg = l: ] 2 . and v = 9(/7
0 4/7 3/7 0 577 277

Hence, firm A should adopt strategy A, and Ay with 57% of time and 43% ol time respectively

(or with 57% and 43% probability on any one play of the game respectively). Similarly, firm B should
adopt strategy B, and B3 with 71% of time and 29% of time respectively (or with 71% and 29%

probability on any one play of the game respectively).

1731. Solve the following game :

Player B
1 1 i v
1 3 2 4 0
1 3 4 2 4
Player A i 4 2 4 0
v 0 4 0 8

[Delhi B.Sc. (Stat.) 1999; Jodhpur M.Nc. (Math.) 1993]
Solution. From the above payoff matrix, we observe that first row is dominated by third row and
rst column is dominated by third column. The reduced payoff matrix is
1 n v
1 <+ 2 4
1 2 4 0
v 4 0 8
Now, none of the pure strategies of player B is inferior to any of his other str;x_tcgic‘.\, Howgver_. a
onvex linear combination (average) of strategics /11 and 1V dominates strategy // of player B, yielding
he reduced payoff matrix

fi

-
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m A
w2 ¢
W E ¢
" ! ' f player A is inferior
the pure strategies of P . O &y ,
Agme we ohworve that monc of '.Mm';:nﬂi*‘“ of strategies /1 and 1V dominages ’“Falch” 5
mrmcpws. Howewes, 8 conver Hnest © LE)

pisver 4 variding fhe roduond pavol! maint Plaver B

m W
wm [+ 0 ]
. e " A B, B, B, B,
_ H A a." = .‘ “ ] Sn = 0 ql q 1]
had 0 ™ ] 0 2

0 . -
shere p+p=l g iqp=1 and then using the method of solving 2X2 games, we ¢ §
y+;m =1L y=1, ¢

obtam the OpUmEm SUMNCHICS 25

T A, A, A, A, ] 5, =[ B, B, B, B, }
=l o 0 23 173 0 0 2/3 173 ‘
and the valoe of game as v=8/3. -5 41 » 21
' = - {0 14
PROBLEMS L L

- 1732 A and B play game in which each has three coins, a 5 p., 10 p. and a 20 p. Each sejeq &
coms without the knowledge of the other’s choice. If the sum of the coins is an odd amount, 4 &
E's comn. of the sum is even, B wins A’s coin. Find the best strategy for each player and the vyjy &
the game. {Rajasthan M.Com. 1992; Jodhpur M.Sc. (Math.) 1992; Delhi M.BA .

1733. Two leading firms A and B are planning to make fund allocation for advertisng:
product. The matnx given helow show the percentage of market shares of firm A and B fur 8¢
vanoos adverusing policies : g

£ Firm B ;

irm A - 3
No advertising Medium advertising Heavy advernssg ¥

No advertiung 60 50 40 :

Medwm advertising 70 70 50

Heavy adverising 80 60 15

YL |

Find the opumum strategies for the two firms and the expected outcome when both the ¥
follow their opimum strategies. [Himachal M.BA. (jn) ™%

1734. Even though there are several manufacturers of ' ah 9
: ; scooters, two firms with branch ¥

Janta and Praja, control their market in Westemn India, [f both manufacturers make mode! cha?®
the same type for their market scgment in the same year, their respective market shares :

constant. Likewise, if neither makes mode| changes i '
T 2 l : m
payoffl matrix in terms of mcrcascd/dccrcasccgl hen Aloo their prpreharsiphigrechow |

conditions is given below percentage market share under different
i — g —————————. i R st ‘IY
Juniu T e Praja s
.. - | Mo T Maior chongt &
No o —— _Minor t’klﬂj?i - N 1’:“1/_"_'._5’,...,"’ A
Minor change 1 =4 4
. Mayn (’Wlﬂ [ 0 ;
R o S o | >
(i) Find the value of the game B

(4) What change should Janata
ge should Janala congjger it thig information jg available only to itselt?

1735, In a small wwn, there 4 (WO disc {Rajasthan M- :

handle =~ Hiscount storeg : o

sundry goods. The 10tal numbey o customers i o:uﬁﬁyﬂ:?v:’g. b’:hcy tm:t hl:u:l ::‘r’ll)’

tween $e7 :




